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Abstract— Autism Spectrum Disorder (ASD), a complex neurodevelopmental disorder, causes behavioral, social interaction, and 

communication difficulties. For those with ASD, early evaluation and treatment can improve results. Our investigation scrutinized six machine 

learning models - Random Forest, MLP, Naive Bayes, XGBoost, K-Nearest Neighbor, and Support Vector Machine - to ascertain their 

accuracy in predicting ASD. The dataset used for the present study included about 701 examples and 21 different attributes. Upon meticulous 

evaluation, we ascertained that all six machine learning models evinced remarkable accuracy in predicting ASD. Notably, the Random Forest  

model outperformed its counterparts, achieving an impressive accuracy rate of 99.30. These results demonstrate the important potential of 

machine learning models for aiding precise ASD prediction and advancing early detection and intervention efforts.  

Index Terms— Autism Spectrum Disorder, behavior, early evaluation, machine learning models, neurodevelopment disorder, prediction, 

social interaction, treatment,   

——————————      —————————— 

1 INTRODUCTION                                                                     

crucial area of research is forecasting autism spectrum 
disorder (ASD) with the goal of enhancing early detection 
and treatment of ASD patients. It substantially impacts 

people's everyday lives and general functioning and affects 
people of all ages [1]. The Centres for Disease Control and Pre-
vention (CDC) estimate that 1 in 54 American children have 
ASD [2]. 

 
ASD prediction and diagnosis using machine learning ap-

proaches have gained more attention recently. Large datasets 
can be analyzed by machine learning algorithms, which can 
spot links and patterns that may escape the attention of human 
observers [3]. The application of machine learning to ASD pre-
diction has the potential to offer insightful information and help 
medical practitioners make well-informed choices about the di-
agnosis and course of treatment. It can aid in the early detection 
of people at risk for ASD, allowing for prompt interventions 
and better results [4]. We can reveal hidden patterns and links 
in the data by utilizing the strength of machine learning algo-
rithms, perhaps leading to a deeper comprehension of the un-
derlying mechanisms of ASD. Additionally, creating precise 
prediction models can enhance the implementation of individ-
ualized treatment programs for people with ASD and help al-
locate healthcare resources [5]. 

 
This study investigates how machine learning techniques 

might be employed for predicting ASD. By utilizing a compre-
hensive dataset comprising various attributes and features, we 
seek to develop accurate and reliable prediction models that can 
assist in the early identification of ASD. 

 
The paper is structured into distinct sections to organise the 

content. Section II focuses on Related Works, where a compre-
hensive literature survey is conducted to explore existing re-
search relevant to our specific problem statement. Our research 
methodology is presented in Section III, which covers a range of 
topics, including dataset description, data analysis, prepro-
cessing approaches, and the procedures used for model creation, 

training, and testing. In Section IV, under Results and Conclu-
sion, we go into more detail about our models' outcomes, discuss 
the conclusions we may draw from them, and offer some parting 
thoughts that highlight the most important lessons learned from 
the research. 

2  LITERATURE REVIEW 

Numerous studies have explored the use of machine learning 
algorithms to predict Autism Spectrum Disorder (ASD). These 
studies have focused on different aspects, including data anal-
ysis, feature selection, and classification techniques. 

 
In order to determine the frequency of putative risk factors 

connected to pregnancy and the peri-postnatal period in au-
tism, Grossi et al. [6] carried out a pilot study. The study in-
cluded 24 relatives of autistic children as a control group, 68 
generally developing kids, and 45 autistic kids. By choosing 16 
out of 27 factors, scientists used specialised artificial neural net-
works (ANNs) to distinguish between autism and control par-
ticipants with an overall accuracy of 80.19%. While only 46% 
accurate globally, logistic regression produced disappointing 
results. 

In their research, Vakadkar et al. [7] used basic behaviour 
sets chosen from diagnosis datasets to construct an automated 
ASD prediction model. Predictive models were built using a va-
riety of machine learning approaches, such as Support Vector 
Machines, Random Forest Classifier, Naive Bayes, Logistic Re-
gression, and KNN. Their goal was to speed up the diagnosing 
process and identify ASD early. The findings demonstrated that 
in the dataset they chose, Logistic Regression had the highest 
accuracy.  

While the study by Vakadkar et al. addresses the need for 
better ASD diagnosis using machine learning approaches, ad-
ditional research is required to validate and generalise the re-
sults. Machine learning-based screening techniques that are 
completer and more robust can greatly improve early identifi-
cation and intervention for people with ASD. 

A 
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Using resting-state functional MRI (rs-fMRI) interconnection 
measures as diagnostic biomarkers for autism spectrum disor-
der (ASD), Plitt et al. [8] conducted a study. Utilising rs-fMRI 
data from people with ASD and typically developing people, 
they created machine learning classifiers. The study used rs-
fMRI techniques to attain excellent classification accuracy but 
discovered that behavioural metrics regularly beat brain-based 
classifiers. The brain-based classifiers' most illuminating asso-
ciations were tied to areas that are important for social interac-
tion. The study concludes that although rs-fMRI scans by them-
selves can categorise people with ASD, this approach falls short 
of biomarker standards. 

 
In a study by Sólon et al. [9], brain activation patterns from 

the ABIDE dataset were used to identify individuals with au-
tism spectrum disorder (ASD) using deep learning algorithms. 
The study showed modified anterior-posterior brain connec-
tions in ASD patients and had a 70% accuracy rate in differen-
tiating ASD patients from controls. The study uses deep learn-
ing methods to help comprehend the brain patterns connected 
to ASD. 

 
Using functional magnetic resonance imaging (fMRI), a deep 

multimodal learning strategy was recently presented for the di-
agnosis of autism spectrum disorder (ASD) [10]. Using two dif-
ferent forms of connectomic data from fMRI scans, the model 
combined two different representations of brain activity. The 
multimodal technique outperformed single-modality methods 
with a classification accuracy of 74%, a recall of 95%, and an F1 
score of 0.805. 

 
A machine learning strategy was put up by Kazi Shahrukh 

Omar et al. [11] to forecast Autism Spectrum Disorder (ASD). 
The goal of this work was to design a mobile application for 
predicting ASD in people of any age as well as an efficient pre-
diction model based on machine learning techniques. To create 
the autism prediction model, the researchers used the Random 
Forest-CART (Classification and Regression Trees) and Ran-
dom Forest-Id3 (Iterative Dichotomiser 3) algorithms. The AQ-
10 dataset and an actual dataset made up of 250 people with 
and without autistic symptoms were used to evaluate the 
model. The evaluation findings showed that the suggested pre-
diction model outperformed the control dataset in terms of ac-
curacy, specificity, sensitivity, precision, and false positive rate 
(FPR). 

 
Li et al. [12] investigated kinematic parameters and machine 

learning as a method of diagnosing autism. They looked at 40 
kinematic measurements from 8 mimic circumstances and de-
termined which ones stood out. On a short sample set, they 
achieved 86.7% accuracy using SVM and Naive Bayes classifi-
ers. The work emphasises the possibility of quantitative kine-
matic measurements and machine learning for making a pre-
liminary diagnosis of autism and comprehending motor sub-
groups. 

 
Comprehensive experimental research was conducted in 

this paper to demonstrate the performance of various ML algo-
rithms and enable comparisons between them, effectively ad-
dressing the issues previously mentioned. The subsequent sec-
tion will provide further details on the method utilized to create 
a model and achieve precise results. 

3 PROPOSED METHODOLOGY 

The main goal of the suggested approach is to build a model 
that can precisely identify whether an individual has ASD 
based on the given features. We will use a supervised learning 
approach to accomplish this and train the model using the la-
belled data that is readily available. The model will then be able 
to generalise data patterns and correlations to generate predic-
tions about instances that have not yet occurred. 

 
3.1 Dataset  

This study utilised a dataset from the UCI Machine Learning 
Repository [13]. The dataset titled "Autism Screening Adult" 
was created by Fadi Tabtah [14]. It has 21 features, which in-
clude category, continuous, and binary variables, and 704 sam-
ples. To verify the quality of the data, preprocessing procedures 
were carried out to deal with incoherent and categorical fea-
tures in the dataset. 

3.2 Data Analysis 

Several important conclusions have been drawn after the da-
taset was analysed. First off, the ASD Class target variable is 
unbalanced, with about 75% of the samples being classified as 
ASD negative as well as 25% as ASD positive. During the mod-
elling phase, this imbalance should be taken into consideration. 
 
The dataset's gender distribution is generally balanced, with 
roughly 55% of the people being female and 45% being male. 
Notably, females account for about 60% of instances among 
people with ASD. 

 
Remarkably, most patients did not have jaundice. There 

were more people who tested ASD-negative than ASD-positive 
among those who did have jaundice. This implies that having 
jaundice may not be an accurate predictor of ASD. 

 
Upon reviewing the ethnicity column, it is evident that there 

are 11 distinct ethnic groups listed, along with the category 
"others" and the symbol "?" indicating unreported or missing 
information. The most prevalent ethnicity among the group is 
White European, followed by Asian and Middle Eastern. When 
analyzing the ASD-positive individuals within the population, 
the majority are White Europeans, with Asians, Latinos, and "?" 
following closely behind. 

 
ASD-positive cases are more prevalent in the age range of 20 to 
30 years (more than 300), whereas they are less prevalent in the 
age range of 40 and beyond. 
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When considering whether autism runs in the family, it be-

comes clear that most patients do not have any close relatives 
diagnosed with the disorder. Patients with autistic family mem-
bers, however, are more likely to be given an autism diagnosis. 

 
The United States, United Arab Emirates (UAE), and New 

Zealand have the highest proportion of patients in the dataset 
when the patient's country of residence is examined. Notably, 
only the USA had identical patients in the ASD-positive and 
ASD-negative groups, pointing to probable differences in prev-
alence between various nations. 

 
Examining the relation of patients who completed the test, it 

is observed that the majority completed the test themselves, 
while participation from healthcare professionals was rela-
tively low. 

 

3.3 Preprocessing 

Several modifications were made to the dataset in the prepro-
cessing setp of the proposed solution. For greater uniformity 
and clarity, the column names "austim" and "contry_of_res" 
have been changed to "autism" and "country_of_res," respec-
tively.  
 
When the dataset was examined, it was discovered that the 
"ethnicity" column included duplicate entries, which were rep-
resented by the word's "others" and "Others" (which are nearly 
identical). Furthermore, the "relation" and "ethnicity" columns 
both had erroneous entries signified by "?". To preserve the 
data's integrity, the most often occurring value was selected to 
replace the "?" in the "relation" and "ethnicity" columns. 

Label encoding was done on several categorical columns in 
the dataset, including "age," "gender," "ethnicity," "jundice," 
"autism," "country_of_res," "used_app_before," "relation," and 
"Class/ASD." Label encoding gives each category its own spe-
cial numeric code, simplifying additional analysis and model-
ling procedures. 

 
Finally, it was decided that the columns "index" and 

"age_desc" were determined to be unnecessary for the pro-
posed solution and were therefore dropped from the dataset. 

These preprocessing processes make the dataset more organ-
ised and prepared for following analysis and modelling tasks 
in the proposed approach. 

 

3.4 Modelling 

After completing the preprocessing procedures, the next 
step is to train our models. We split the dataset into a training 
set, which makes up 80% of the data, and a testing set, which 
contains the remaining 20%. The training set is used to learn the 
parameters of the models, while the testing set assesses their 
performance. We used six different classification algorithms for 
training: Logistic Regression, Naive Bayes, Support Vector Ma-
chines (SVM), K-Nearest Neighbors (KNN), Random Forest, 
and XGBoost. Each algorithm has its unique characteristics and 
approaches to classification. A summary of these algorithms is 

provided below. 
  

Logistic Regression 
Logistic regression is an essential statistical method for bi-

nary classification tasks. Analyzing independent variables de-
termines the probability of an outcome variable belonging to a 
specific class. The model calculates the coefficients for the inde-
pendent variables and uses the logistic function to translate 
them into probabilities. Logistic regression is widely used in 
various fields to forecast outcomes and understand the correla-
tions between variables [15]. 

 
Naive Bayes 

Naive Bayes classifiers are straightforward probabilistic 
classifiers that assume that features are independent. They are 
scalable and capable of achieving great accuracy. They have 
been effective in real-world applications and perform well with 
limited training datasets. They may sometimes outperform 
other algorithms, despite how straightforward they are. [16] 

 
Support Vector Machine (SVM) 

Based on statistical learning theory, Support Vector Ma-
chines (SVM) are extremely precise machine learning tech-
niques. They can deal with real-world issues like short sample 
numbers, nonlinearity, and high dimensionality and are used 
for classification tasks. SVM uses support vectors to determine 
the best surface for separating various classes. A radial basis 
kernel function is used to attain excellent classification accu-
racy. [17] 

 
K-Nearest Neighbors(kNN) 

K-Nearest Neighbours (kNN) is a simple and widely used 
classification technique in machine learning. It allocates a new 
data item to the majority class among its k nearest neighbours 
based on a distance metric, such as Euclidean distance. The se-
lection of k is crucial for balancing smoothness and local details. 
Although kNN is simple to use, it can be expensive to compute 
for large datasets. 

 
Random Forest 

An ensemble learning technique called Random Forest (RF) 
combines various Classification and Regression Trees (CART). 
It is strong and effectively manages nonlinear data, especially 
for the prediction of autism screening. To create predictions, RF 
employs bootstrapped samples and a voting system. Utilising 
the Gini impurity criterion index, it ranks feature importance. 
RF has advantages such as robustness, non-linearity handling, 
and parallel processing capabilities.[18]. 

 
XGBoost 

XGBoost is a high-performance, scalable machine learning 
algorithm. It integrates many decision trees to produce a potent 
ensemble model using gradient boosting and sophisticated reg-
ularisation methods. High-dimensional data are handled by 
XGBoost, which also does feature selection and is resistant to 
outliers. In many different machine learning tasks, it is com-
monly employed. [19] 
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Multi-layer perception (MLP) 

A multi-layer perceptron (MLP) is an artificial neural net-
work comprising numerous layers of linked nodes or neurons. 
Each neuron takes input signals, computes them, and sends the 
result to the following layer. MLPs can recognise non-linear re-
lationships in data and learn complicated patterns. They have 
been effectively used in various fields, including financial fore-
casting, natural language processing, and picture recognition 
[20]. 

4 RESULTS 

 
The feature importance graph (Fig. 1) highlights that 'result' is 
the most influential feature in predicting autism. Key features 
such as 'A4_Score,' 'age,' 'A3_Score,' and 'A9_Score' also play 
significant roles. 'Contry_of_res' and 'ethnicity' have moderate 
importance, while 'jaundice,' 'autism,' 'gender,' 'A8_Score,' and 
'used_app_before' have lower importance. 

 
 
 
 
 
 
 
 
 
 

 

 

 

 

 
 
In our study, we used six machine learning models to predict 

autism. Table 1 shows a comparison of these models. We eval-
uated their performance by analysing Precision, Recall, and ac-
curacy metrics from the confusion matrix and classification re-
port. These metrics helped us determine how effective the mod-
els were in predicting autism.  

 
Based on the study, the Random Forest Classifier performed 

better than other classifiers regarding precision, recall, F1 score, 
and accuracy. It uses an ensemble technique and combines mul-
tiple decision trees to identify complex patterns and make ac-
curate predictions. 

 
XGBoost and MLP performed competitively but fell slightly 

short compared to the Random Forest Classifier. It is worth not-
ing that XGBoost's boosting technique and MLP's ability to 
learn complex patterns did contribute to their performance, 
however. 

 
On the other hand, Naive Bayes obtained a significantly 

lower score than the Random Forest Classifier, XGBoost, and 
MLP. This could be attributed to Naive Bayes' assumption of 
class conditional independence, which may have limited its 
ability to capture complex relationships in the data. 

 
Finally, SVM and KNN achieved the lowest scores compared 

to the other classifiers. This can likely be attributed to SVM's 
sensitivity to hyperparameter selection and KNN's reliance on 
the number of neighbors (k) and the local structure of the data. 

 
TABLE 1 

EVALUATION METRICS 

Model/ 
Metrics 

Accuracy Precision Recall F1 score 

Naive Bayes 0.96 0.95 0.98 0.97 
SVM 0.85 1.00 0.81 0.89 
KNN 0.90 0.96 0.90 0.93 
Random Forest 
Classifier 

0.99 1.00 0.98 0.99 

XGBoost 0.98 0.98 0.98 0.98 
MLP 0.95 0.96 0.96 0.96 
 
The differences in scores among the classifiers can be at-

tributed to their underlying algorithms, assumptions, and their 
capability to handle the specific characteristics of the autism 
prediction task. 

The confusion matrix for the top two performing models, 
Random Forest (Fig. 2) and XGBoost (Fig. 3) are shown below. 

The confusion matrix is an essential tool for assessing the ac-
curacy of a model's predicted classes compared to the actual 
classes. It comprises four values, namely true positives (TP), 
true negatives (TN), false positives (FP), and false negatives 
(FN). We can determine the performance of the Random Forest 
and XGBoost models by analysing the confusion matrix based 
on their precision, recall, accuracy, and other relevant metrics. 
This way, we can confidently evaluate the models' ability to 
classify instances accurately. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 1 Feature Importance of Attributes in the Dataset 
 

 

Fig. 2 Confusion Matrix of Random Forest Algorithm 
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The Receiver Operating Characteristic Area measures the ef-

ficiency of various classification models in distinguishing be-
tween classes Under the Curve (ROC AUC) scores. Among the 
models studied, Random Forest and XGBoost demonstrated 
high performance (Fig. 4), with Random Forest achieving the 
highest score. Despite its simplicity, Naive Bayes also per-
formed well, whereas KNN and SVM scored considerably 
lower. The Multilayer Perceptron (MLP) exhibited competitive 
performance. This comparison highlights the strengths of each 
model and facilitates informed decisions in classifier selection. 

 

5    CONCLUSION 

In predicting autism, the Random Forest model outperformed 
all other classifiers with exceptional accuracy demonstrated 

through precision, recall, F1 score, and overall accuracy metrics. 
Its ability to identify intricate patterns and deliver precise pre-
dictions makes it the optimal choice. Moreover, by examining 
the significance of specific predictors such as 'result,' 
'A4_Score,' 'age,' 'A3_Score,' and 'A9_Score,' this model pro-
vides critical insights for further research and comprehension 
of autism spectrum disorder. The Random Forest model's ro-
bust performance solidifies it as the superior choice for autism 
prediction. 
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